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1  | INTRODUC TION

Fisheries advice often includes forecasts of how a stock will respond 
to different future harvesting scenarios. This is true in tactical stock 
assessment that aims to advise on the risks associated with differ-
ent catch options in the short term and more strategic advice such as 
that produced by management strategy evaluation, which advises of 
the risks associated with different management procedures. Likewise, 

longer- term forecasts are the cornerstone of recovery planning for 
depleted or threatened species. Forecasting reasonable, plausible out-
comes on which managers can rely is not trivial, as it depends on an 
incomplete, uncertain and sometimes incorrect understanding of past 
population dynamics and current population state as well as assump-
tions on the degree to which historical dynamics will persist into the 
future. Forecasts must balance the admission of uncertainty with the 
tangible forecasting of future states, as unnecessarily vague forecasts 
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Abstract
Recruitment in age- structured stock assessment models can be forecasted using a 
variety of algorithms to provide advice on the anticipated consequences of different 
possible management actions. Selecting one method over another usually involves 
some subjectivity, yet can be consequential to the provision of advice. Extensive 
case- specific testing is not always feasible. We evaluated the forecast skill in 3- , 
5-  and 10- year forecasts of 16 recruitment forecasting methods under various cir-
cumstances to provide a broad evaluation and general guidelines on the reliability of 
forecasts. We used 31 operating models based on existing stock assessment models 
applied to a diversity of stocks with empirical data, which we show to be generally 
representative of assessed stocks worldwide. Although no single best- performing 
method could be identified, we found that time- series methods were most likely to 
perform poorly. Both forecast skill across all methods and forecast sensitivity to the 
selected method were linked to the properties of the stock or assessment: age at 
maturity and recruitment autocorrelation in 3- year forecasts and previous long- term 
recruitment variability in 10- year forecasts. In some situations, all forecasting meth-
ods resulted in systematic over-  or underestimation of spawning stock biomass. The 
simulation approach employed here to assess forecast performance, rooted directly 
in the predictions of existing stock assessment models, can be a complementary tool 
to existing simulation approaches which generate alternative sets of population dy-
namics or observations and we discussed the advantages and limitations.
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are impractical and incorrect ones are potentially harmful to stocks if 
they lead to overly optimistic catch advice or to resource users oth-
erwise. Despite the critical importance of forecasts to fisheries and 
population management advice and their sensitivity to the underlying 
assumptions (Punt et al., 2016), considerably less research has been de-
voted to them compared to research on the construction and fitting of 
models to describe past and current population states (Kell et al., 2016).

Since at least the seminal work of Hjort (1914), fisheries sci-
ence has invested a great deal of time and energy into producing 
forecasts of recruitment. Of all the demographic rates affecting 
the dynamics of fish stocks, including age-  or size- dependent 
rates of growth, mortality and maturation, recruitment is typically 
the most temporally variable and one of the most influential (e.g. 
Rothschild, 1986). Although there must be some dependence on 
spawning biomass, the relationship is often imperceptible or ex-
plains little of the recruitment variance (Cury et al., 2014; Iles, 1994; 
Szuwalski et al., 2019). Well- defined stock– recruitment relation-
ships can be spurious or change over time (Gilbert, 1997; Kurota 
et al., 2020; Szuwalski et al., 2019) and are dependent on the data 
and model structure that were used to estimate them (Brooks & 
Deroba, 2015; Walters & Ludwig, 1981). Numerous studies have 
therefore aimed to improve forecasts through the inclusion of ex-
ternal drivers (e.g. Haltuch et al., 2019). Although promising for 
some stocks, for many others, this approach appears to be of lim-
ited value, as variables with enough explanatory power need to be 
available (De Oliveira & Butterworth, 2005) and they often need 
to be accurately projectable over a sufficiently long timeframe 
(Basson, 1999; Planque et al., 2003; Walters & Collie, 1988). One 
also needs to be confident in current and future effect size and sta-
bility (Zwolinski & Demer, 2019). Even in favourable circumstances, 
forecasting recruitment using external drivers is statistically chal-
lenging because of the ubiquity of non- linear and state- dependent 
drivers (Chen & Irvine, 2001; Sugihara et al., 2012).

Despite the many challenges in forecasting recruitment, stock as-
sessment requires practical approaches to do so. These can generally 
be classified as parametric, semiparametric and non- parametric (Subbey 
et al., 2014). Parametric methods model recruitment as a functional 
expression of one or more variables, including stock biomass (stock– 
recruitment models), the time- lagged recruitment series itself (time- 
series models) and environmental indices, in a classical or state- space 
framework. Non- parametric methods do not require specification of 
a direct relationship or distribution and have thus fewer assumptions 
(e.g. sampling algorithms; Kimoto et al., 2007; Paz & Larrañeta, 1992). 
Semiparametric methods include a parametric component (e.g. a func-
tional relationship) as well as a non- parametric element (e.g. random 
deviations from the parametric component). Despite the multiplicity 
of forecasting approaches (e.g. Brodziak, 2018) and the availability 
of reviews providing general guidelines (Maunder & Thorson, 2019; 
Needle, 2001; Sharma et al., 2019; Subbey et al., 2014), we are not 
aware of a broad- scale systematic evaluation of the reliability of 
these different forecasting methods (for examples of more restricted 
comparisons, see Evans & Rice, 1988; Kimoto et al., 2007; Paz & 
Larrañeta, 1992). Time constraints, a limitation of options available in 

stock assessment software or a lack of awareness thereof can predis-
pose a tendency towards institutional preference, despite evidence that 
realistic alternatives might result in meaningfully different outcomes, 
even for short- term forecasts (e.g. MacKenzie et al., 2008). This is par-
ticularly concerning because the reliability and robustness of a chosen 
forecasting method is often not extensively tested either by cross- 
validation or by simulation.

To begin addressing these issues, we applied 16 commonly em-
ployed or recent recruitment forecasting methods on an empirical- 
based testing set of population dynamics for 31 finfish stocks 
representing a range of stock characteristics that exist worldwide. We 
based our study on model output for various stocks because this en-
sured that our findings represented the properties of a diversity of 
situations. We began by evaluating and comparing the forecast error 
and bias in spawning stock biomass (SSB) at the end of different fore-
cast periods for each recruitment forecasting method and stock. We 
then undertook analyses to identify properties of the different stocks 
or assessments that are associated with differing levels of forecast skill 
of the various approaches. The intention was to guide stock assessors 
in their choice of recruitment forecasting method by providing general 
measures of forecast skill that can be used to qualify the reliability of 
forecasts when extensive simulations are not feasible.

2  | MATERIAL S AND METHODS

We developed a four- step simulation procedure to evaluate the 
forecast error and bias of various recruitment forecasting methods 
(Figure 1).
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1. We gathered a diverse set of population dynamic models for 
different and contrasting fish stocks, each of which was pre-
sumed to reflect the “true world” (31 operating models; OMs).

2. Forecasts under various recruitment assumptions but assuming 
perfect knowledge of other processes (e.g. growth and matura-
tion) were then initiated (initiation time; i) at 10 and 20 years prior 
to the terminal year Y for each OM (i10 = Y- 10; i20 = Y- 20). These 
initiation times were chosen to provide the potential to discrimi-
nate forecast skill at contrasting demographic or productivity 
states within OMs (e.g. low and high abundance periods), while 
ensuring some independence between the two sets of predic-
tions and that there was sufficient information on which to base 
the forecasts. Three sets of forecasts were made spanning 3, 5 or 
10 years, respectively (forecast period; p).

3. The skill of each forecast method was assessed through a com-
parison of forecasted SSB and values obtained if true recruitment 
during forecasting was known. The sensitivity of forecast skill 
with respect to the forecast method and OMs was analysed by 
contrasting the results obtained by applying the various methods.

4. The skill of each method as well as the dissimilarity in skill over all 
methods was then linked to potential causes related to the char-
acteristics of the OM.

2.1 | Operating models

To evaluate forecasting approaches over a range of situations, a per-
tinent set of OMs needs to be established as a test bed. This test bed 
requires realism and has to be large enough to allow general conclu-
sions yet small enough to be manageable in terms of computation 

time. The proposed simulation approach is therefore grounded in 
the output of empirical assessment models, which we use as OMs 
for the simulations. Specifically, maximum likelihood estimates were 
considered as the “true” population. This is a complementary alter-
native to simulating pseudodata or dynamics based on various fits, 
which is commonly done in other simulation studies (e.g. Anderson 
et al., 2014), but which is challenging to do for a wide range of dy-
namics and assessment situations. The proposed approach reduces 
the flexibility of the simulation framework but results in a set of OMs 
of workable size (each OM involving 102 forecasts) that approaches 
most closely real stock and assessment scenarios. Furthermore, by 
conducting our simulations within the respective stock assessment 
frameworks, we test recruitment projection methods under the con-
ditions in which they are employed to provide scientific advice (see 
Discussion).

The integrated age- based state- space stock assessment model 
(SAM; Berg & Nielsen, 2016; Nielsen & Berg, 2014), as implemented 
using the R stockassessment package (Nielsen et al., 2019), was used 
to perform the analyses. This model was chosen because of its pop-
ularity and flexibility and because it allowed consistency between 
the model and forecasts, and among simulated cases. Model inputs 
and outputs (input data matrices, parameter estimates, etc.) were 
obtained from two sources (Annex S1); 25 were downloaded from 
stockassessment.org, which is a repository and online application 
for stock assessments undertaken using SAM, and an additional 6 
were generated by fitting SAM to data available for Canadian stock 
assessments with which the authors had some familiarity (research 
documents published by the Canadian Science Advisory Secretariat). 
Not all fits were peer- reviewed. This is rational for our intent, to gen-
erate a test bed suitable for reaching general conclusions on the per-
formance of recruitment forecast methods. As in many simulation 
studies, individual OMs will also not be discussed because doing so 
would be inappropriate.

Parameter estimates, related to the overall dynamics or the 
stock and fishery state (process variance and fishing mortality and 
numbers at age), were taken as the presumed assessment outputs 
at either i10 or i20 and served as a basis of projection. That is, the 
typical model output to start forecasts was extracted, albeit for 
pre- defined initiation years rather than the commonly used terminal 
year. Forecasts proceeded using the parameter estimates and their 
covariance matrix for the initiation year, without the need to refit the 
model at each iteration.

2.2 | Forecasts

2.2.1 | Forecasting approach

Forecasting future stock state in age- based assessments requires 
making assumptions concerning all age- dependent processes (e.g. 
natural and fishing mortality, maturation and growth), as well as fore-
casting annual recruitment. Forecasts were based on the forecast 
function within the stockassessment package, supplemented with 

F I G U R E  1   Schematic representation of the analyses 
(SSB = spawning stock biomass, Y = terminal year, p = forecast 
period, i = initiation time). The black line represents the “true” 
population state (step 1: operating model), and forecasts using a 
given method (step 2) are shaded. Forecast skill is measured by 
comparing forecasted values with a “baseline” or true model and is 
then linked to metrics of the operating model (step 4)
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recruitment forecasting options. In short, 1,000 simulations (vali-
dated to provide stable results) of abundance and fishing mortality 
at age (i.e. the states) were initiated from the initiation year so that 
the uncertainty envelope of that year was carried forward. A given 
stochastic recruitment forecasting algorithm and the traditional co-
hort equations were then used to forecast the subsequent years. 
Process noise included in the annual transition of abundance and 
fishing mortality at age and which is proper to SAM's state- space 
framework followed a multivariate normal distribution where the 
specified mean (μ) and variance (Σ) were based on model estimates. 
Fishing mortality was solved given catch, which was known without 
error in the forecasts. Values of natural mortality, proportion mature 
and weight at age were also assumed known without error. Error 
in the forecasts was therefore primarily induced by the recruitment 
forecast method (Table 1) and sources of additional stochasticity 
(i.e. initial state uncertainty and process noise). While we acknowl-
edge that there are other important factors that can contribute to 
forecast errors (e.g. growth), it would not have been tractable in one 
paper to parse of the contribution of multiple factors.

2.2.2 | Recruitment forecasting methods

The 16 recruitment forecasting methods fall into the following four 
general classes: (a) sampling methods, (b) empirical dynamic model-
ling, (c) time- series analysis and (d) classical methods.

Sampling methods
Drawing from past values estimated in the assessment is a flexible non- 
parametric approach to forecast recruitment. Sampling from the past 
relies on the assumption that these values are good predictors of future 
recruitment. Because this assumption is less likely to hold for longer- 
term forecasts, sampling methods are generally intended for short-  to 
medium- term forecasts only. It is especially important to determine an 
appropriate recruitment reference period or a pool of realistic recruit-
ment values from which to sample. When sampling is independent of 
SSB, this reference period typically comprises only more recent years 
to avoid forecasting historical recruitments that are unlikely to reoccur 
in the near future. Without SSB feedback, a pool of recruitment values 
was defined in relation to the length of the forecast period (Ri- p, …, Ri, 
where p equals 3, 5 or 10 years). This choice was made to accommo-
date the evaluation of sampling methods that require larger pools (see 
assumptions below) and to provide a consistent comparison among all. 
On the other hand, when sampling included SSB dependence, suffi-
cient information on this dependency is necessary and hence the full 
historical period was used as a reference period.

Five sampling- based forecasting methods independent of SSB 
were evaluated.

Random sampling involved equal probability sampling with re-
placement of values from a fixed set of recruitment values esti-
mated for the past (e.g. Nielsen et al., 2019).

Time tapered sampling involved sampling with selection prob-
abilities that vary inversely with time span between the year of 
their occurrence and the forecast initiation year (Figure S1).
Expanding window sampling involved equal probability sampling 
with replacement from a recruitment pool that expands over 
time (Figure S1, e.g. DFO, 2010, DFO, 2011). It can be perceived 
as a special case of time tapered sampling, in which selection 
probabilities are either zero or not, with the string of zeros short-
ening over time.
Block sampling involved first selecting a continuous block of val-
ues from the pool, from which individual values are then drawn. 
Here, we employed 3- year blocks from which three successive 
recruitments were drawn with replacement. Depending on the 
duration of the forecast and size of the blocks, a single fore-
cast may involve selecting more than one block. This method 
has been implemented to retain some temporal autocorrelation 
structure of forecasted recruitment (e.g. Licandeo et al., 2020), 
which is otherwise eventually lost with the other methods above. 
Note that for stocks with spasmodic recruitment, for which this 
method has been used, the recruitment pool is not limited to 
more recent values.
ecdfR involved randomly selecting the recruitment value from 
the empirical cumulative distribution function (ecdf) constructed 
using the recruitment pool and smoothed using linear interpo-
lation (as in Brodziak, 2018). In contrast to the above methods, 
ecdfR is not limited to the exact values from the past.

TA B L E  1   Recruitment (R) forecasting methods by class, with 
indication of spawning stock biomass dependence (SSB dep.)

Class Name Method SSB dep.

Sampling random random sampling No

Sampling tapered time tapered sampling No

Sampling window expanding window sampling No

Sampling block block sampling No

Sampling ecdfR ecdf sampling of R No

Sampling ecdfS ecdf sampling of R/SSB Yes

Sampling ecdfR3 ecdf sampling of R, conditional 
on SSB

Yes

Sampling ecdfS3 ecdf sampling of R/SSB, 
conditional on SSB

Yes

Sampling markov markov matrix sampling Yes

EDM simplex simplex (empirical dynamic 
modelling, EDM)

No

Time series rw random walk No

Time series arima autoregressive integrated 
moving average

No

Time series ets exponential smoothing 
algorithm

No

Classical bh Beverton– Holt Yes

Classical ri Ricker Yes

Classical mean mean past value No
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All of the above non- parametric methods can easily be adapted to 
incorporate SSB dependence through the use of the recruitment rate 

(Sy =
Ry

SSBy−ar
, where ar is the age at recruitment) and/or by conditioning 

on SSB (e.g. Brodziak, 2018; Kimoto et al., 2007). The recruitment rate 
method, which assumes a linear relationship between recruitment and 
SSB, consists of sampling Sy values, that are then multiplied by the es-
timated or forecasted SSB to obtain a new recruitment prediction. 
Conditioning on SSB was achieved by defining three classes (low, me-
dium and high SSB) for each stock, based on k- means clustering 
(MacQueen, 1967) applied to the complete historical series. Pools of 
recruitment or recruitment rates are subsequently sampled as a func-
tion of the estimated or forecasted SSB class. We included sampling 
methods with and without a transition matrix between the recruitment 
(rate) and SSB classes (see Annex S2).

Four non- parametric forecasting methods for recruitment sam-
pling dependent on SSB were evaluated, all making use of the ecdf, 
although any of the previously outlined methods could have been 
employed.

ecdfS involved ecdf sampling of Sy values from the complete his-
torical time period.
ecdfR3 involved ecdf sampling of SSB class- specific recruitment 
values. That is, by sampling the pool of recruitment values asso-
ciated with the respective SSB class (see Annex S2 for details).
ecdfS3 involved ecdf sampling of SSB class- specific Sy values. 
That is, by sampling the pool of Sy values associated with the re-
spective SSB class (see Annex S2 for details).
Markov matrix sampling involved ecdf sampling from a pool 
of recruitment values determined through a transition matrix, 
which describes the probabilities that an SSB class is associated 
with the production of given recruitment pools. These pools can 
be established in various ways, so that there is flexibility in their 
numbers and sizes. We defined three recruitment ranges based 
again on k- means clustering. A pool was selected using a multi-
nomial distribution based on the probability of transitioning from 
the estimated or forecasted SSB to any of the recruitment pools 
(see Annex S2 for details).

Empirical dynamic modelling
Simplex forecasting (Sugihara, 1994; Sugihara & May, 1990) is a non- 
parametric and non- linear forecasting method, which is the foun-
dation of the empirical dynamic modelling framework (e.g. Deyle 
et al., 2018; Sguotti et al., 2019; Ye et al., 2015). Essentially, it is based 
on the principle that comparable time fragments will evolve similarly. 
Therefore, the complete historical recruitment time series of an OM 
was split or embedded in fragments of length E, and the Euclidean 
distance between the last time fragment and all previous ones was 
calculated to find the E + 1 past states most comparable to the cur-
rent situation (see Deyle et al., 2018). The forecast was then taken 
as the average of the recruitments ensuing these states, weighted by 
their distance. A self- test of this method on the historical values with 

different values of E (max = 5) allowed automatic selection of the op-
timal value (maximal Pearson correlation coefficient) for forecasts. 
Because this procedure results in a deterministic estimate, we added 
process noise with autocorrelation (technically making it semipara-
metric) and a correction for the mean bias when transforming from 
the log scale (details below; Beverton– Holt).

Time- series analysis
Time- series analyses can be used to forecast recruitment based on 
temporal patterns in the past recruitment stream and are typically 
parametric. Time- series methods are only appropriate for series of 
sufficient length, and therefore, the complete historical recruitment 
series was used as a reference period. For simplicity and reproducibil-
ity, we worked with standard and correspondingly named functions 
from the R forecast package (Hyndman et al., 2019; default settings), 
which can all return stochastic forecasts. We refer readers to the 
online documentation for further details on these methods (includ-
ing equations and algorithms for automatic modelling; Hyndman & 
Athanasopoulos, 2018). Forecasts were always done on a log scale, 
with bias correction for exponentiation to the linear scale.

Random walk (without drift) involved forecasting recruitment 
presuming that the past does not hold information to predict the 
future. We applied this method as a baseline for comparing more 
complex methods, as ecological time series such as recruitment 
are generally not as erratic.
ARIMA (autoregressive integrated moving average) models are 
a form of Box– Jenkins models, of which the random walk is a 
special case and which can incorporate dependence on prior ob-
servations and patterns (e.g. Gröger & Fogarty, 2011; Stoker and 
Noakes, 1988).
ETS (exponential smoothing state space) models are based on 
the concept that larger weights should be given to more recent 
observations (similar to time tapered sampling). These forecasts 
involve taking past observations and down weighing them expo-
nentially over time (Hyndman & Hyndman, 2008).

Classical methods
Three classic parametric methods were used, each assuming auto-
correlated error.

Beverton– Holt involved the forecasting of a recruitment value 
(Rμ) from a standard two- parameter stock– recruitment relation-
ship 

(
R� =

�SSBy−ar

(1+ �SSBy−ar )

)
. Most OMs did not explicitly presume 

such a relationship, and hence, parameters were deterministically 
estimated on a log scale using the full historical recruitment and 
SSB series. A modification was made (Ry = R�e

��y−1 + �y

√
1− �2 − �2

R
∕2

) to incorporate temporal autocorrelation and to correct for 
bias when exponentiating from the log scale (Butterworth 
et al., 2003; Johnson et al., 2016). Specifically, the random re-
cruitment deviation (�y ∼ N

(
0, �2

R

)
) was adjusted by the lag- 1 

autocorrelation coefficient (ρ), both of which were separately es-
timated outside the model based on the complete historical time 
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period (for ρ, the acf function in R was used; R Core Team, 2020). 
Parameter estimates (α, β) could only be obtained for 30 of the 
62 cases based on the observations available at the forecast 
times, and thus, the method could only be tested on that subset.
Ricker involved the forecasting of a recruitment value based on the 
Ricker stock– recruitment relationship (R� = �SSBy−ar

e− �SSBy−ar). 
Values of Ry were calculated from Rμ in the same manner as for 
the Beverton– Holt method. Sensible parameters for the rela-
tionship could only be obtained for 32 of the 62 cases.
Mean involved taking the average of past recruitment values 
(R� = Σ(Ri−p,…,Ri)∕(p + 1)). Because there is no link to SSB, the 
reference period was set to the recent past (Ri−p,…,Ri). We 
added process noise (�y ∼ N(0, �2

R
)) estimated based on the refer-

ence period, autocorrelation (ρ) estimated based on the full past 
and a correction for the mean bias when transforming from the 
log scale (details above).

2.3 | Forecast skill and sensitivity

Different stock assessment population forecasting frameworks 
account for different distinct sources of stochasticity (initial state 
uncertainty, process noise, uncertainty associated with model pa-
rameters, etc.) which might influence overall forecast skill and sensi-
tivity. To ensure that our results are transferable to other modelling 
frameworks, including non- state- space models, we ran a baseline 
known- recruitment scenario in parallel to the various recruitment 
forecasting scenarios for each OM, allowing only forecasted recruit-
ment to differ. This was achieved by using random number seeds for 
each stochastic parameter unrelated to recruitment that were com-
mon across simulated scenarios.

2.3.1 | Forecast skill

The skill of each forecast was measured in terms of forecast error 
and bias. We focus on predictability of SSB rather than recruitment 
itself because this variable is generally of higher interest when un-
dertaking forecasts as part of stock assessments and other types of 
population assessments.

Forecast error was evaluated using the absolute percentage 
error between the baseline and forecasted median SSB at the final 
year of the forecast 

(
error = 100%

SSBi+p − SSBbaseline
i + p

SSBbaseline
i + p

)
. This metric was 

chosen among the variety of scale- invariant measures of error (see 
Hyndman & Koehler, 2006) because of its intuitiveness and popular-
ity. Furthermore, it yielded similar results as other methods evalu-
ated in preliminary analyses.

Bias was determined as the final- year SSB percentage error 
(
bias = 100%

SSBi+p − SSBbaseline
i + p

SSBbaseline
i + p

)
.

2.3.2 | Forecast sensitivity

The analyses aim to inform on the forecast skill of different re-
cruitment forecasting methods under various circumstances. In 
practical situations, the method(s) with optimal performance will 
however remain unidentifiable with absolute certitude. When 
there is subjectivity in a potentially impactful choice, this almost 
inevitably leads to questions concerning the consequences (e.g. 
“What level of sensitivity can be expected?” and “What is the ef-
fect of selecting one particular method over another?“) and sub-
sequently what should be done about it (e.g. “What alternatives 
are consideration worthy?”). To help tackle these concerns, we 
determined the overall sensitivity to the choice of a recruitment 
forecast method and included a comparison of SSBs forecasted 
by the various methods. Overall sensitivity was quantified as the 
interquartile range (IQR) of biases across algorithms for each OM. 
The IQR was preferred over other common measures of spread 
because it is always positive, useful for skewed distributions and 
not sensitive to a few extremes.

2.4 | Understanding forecast skill and sensitivity

For each OM, we identified five metrics that summarize patterns in 
the recruitment time series or a relevant aspect of stock biology and 
assessment that might help explain variation in forecast skill among 
OMs and forecast periods (Table 2). Each can be calculated before 
starting a forecast, thereby allowing readers to use our findings in 
selecting recruitment forecasting methods for a particular applica-
tion. Note that the selected metrics (Table 2) reflect our perception 
of stock dynamics and biology but are nonetheless usually depend-
ent on the quality of data and assumptions entering the assessment 
model.

We identified three metrics calculated from the recruitment se-
ries for the second to the forecast year (R2,…Ri).

Metric Definition

PV Proportional variability of recruitment

AC Lag- 1 autocorrelation of recruitment

D Distance from geometric mean of forecast year recruitment

N Series duration

A50 Age at which 50% of fish are mature

TA B L E  2   Stock metrics used in the 
interstock comparison of forecast skill
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Relative global recruitment variability was calculated as the pro-
portional variability (PV) of each recruitment vector:

where Rk and Rl are values within the recruitment vector (k ≠ l) and n 
is the vector length. The PV measures the average per cent difference 
between all possible pairwise combinations of the recruitment values 
in the time series and is unbiased in the presence of rare events and 
non- Gaussian dynamics (see Heath, 2006; Heath & Borowski, 2013). It 
is therefore more appropriate for measuring and comparing variability 
between recruitment time series than more common approaches such 
as the coefficient of variation or standard deviation (e.g. Fogarty, 2001; 
Myers & Pepin, 1994).

Lag- 1 autocorrelation (AC) was calculated as a metric of serial 
correlation between recruitment values in the time series.

The relative distance from the geometric mean (D) measures the 
extent to which recruitment in the year the forecast was initiated dif-
fers from the geometric mean recruitment value (R), D = |R − Ri |∕R.

The metric was included as more extreme recruitment states 
at the initiation time might evolve towards values outside or at the 
margins of the historical scope and therefore be harder to forecast.

Two additional metrics were identified:

Series duration (N), or the number of years on which the fore-
casting was based, was included as it is reasonable to expect that 
longer series allow forecasts to be better “trained.” Series du-
ration could hence improve forecast skill for methods that are 
conditioned on the full historical period (e.g. time- series analyses 
and SSB- dependent methods).
Age at fifty per cent maturity (A50) is associated with longev-
ity and with the intrinsic rate of population increase (Denney 
et al., 2002; Hutchings et al., 2012). It is therefore associated 
with population turn over and variability, and associations with 
forecasting skill might be expected. A50 was estimated at the ini-
tiation year using a logistic regression of the proportion mature 
fish as a function of their age, and it was preferred over other 
correlated characteristics that essentially reflect life history (e.g. 
the number of modelled age classes or age at recruitment).
Multiple regression was used to relate the log of the forecast 

error to the above normalized metrics for each recruitment fore-
casting method and period. All possible variable combinations were 
fitted, excluding interactions, resulting in 51 regression models 
(Calcagno, 2020). Model averaging based on Akaike information cri-
terion, corrected for small sample sizes (AICc), was used to quantify 
the relative importance of each variable using the sum of the relative 
evidence weights of the averaged models.

The above metrics might also explain the dissimilarity in fore-
casted SSB between different recruitment forecasting methods for 
a given OM and forecast period. Put another way; are there char-
acteristics of the OM that cause different recruitment forecasting 
methods to forecast similar (or dissimilar) values for recruitment? To 

explore this, we used the log of the interquartile range of the bias 
of the various recruitment forecasting methods for a given OM as a 
measure of dissimilarity in forecasts. Among- OM dissimilarities were 
related to the above metrics using regression. An averaged multiple 
regression was fitted by forecast period, using the same approach as 
presented above (resulting in three regression models with n = 62).

To validate the generality of the results we obtained from the 31 
OMs used in our study, we compared the distribution of the met-
rics above with distributions estimated from a much broader suite 
of stocks using recruitment estimates from the RAM Legacy Stock 
Assessment Database (2020). Based on similar ranges and distribu-
tions for these metrics for our chosen OMs and the broader sample 
available in the RAM database, we conclude that the results ob-
tained here should be broadly applicable (Figure 2).

3  | RESULTS

3.1 | Forecast skill

When recruitment was forecasted over 3 years, the error of the final- 
year SSB was slightly higher for time series- based methods compared 
to the other methods (median: 5%– 9%, 95th percentile: 34%– 60%; 
Figure 3; see Figures S2 and S3 for results under different initia-
tion times). The discrepancy in forecast error between these two 
sets of forecasting methods increased as the forecast period was 
increased. In 10- year forecasts, the time series- based methods had 
a potential to generate large errors in forecasted SSB (error > 100%), 
with the random walk performing poorest most often across OMs. 
The median forecast error across OMs remained similar for all other 
methods (36%– 70%) in 10- year forecasts. The two methods based 
on a stock– recruitment relationship (Ricker and Beverton– Holt) pro-
duced median errors in 10- year forecasts that were not noticeably 
lower (71%– 79%) than those for most other methods (47%– 84%, ex-
cluding RW, ETS and ARIMA) when comparing for OMs for which all 
methods could be applied. Overall, the simplex method consistently 
provided forecasts with among the lowest errors across OMs and 
forecast periods.

Most methods were about equally likely (33%- 66% chance) to 
produce positively or negatively biased 3- year forecasts (Figure 4). 
Sampling- based methods using recent recruitment had a minor but 
consistent tendency towards overestimation as the duration of the 
forecast period increased. This was also the case for the time series- 
based methods. The stock– recruitment as well as the simplex meth-
ods, in contrast, had a propensity to underestimate SSB.

An important driver of 3- year forecast error was the autocor-
relation in the recruitment time series (AC), although the result was 
statistically significant only for methods using recent recruitment and 
the simplex forecasts (Figure 5). Thus, in these cases greater AC was 
associated with lower forecast error. In addition, for a number of fore-
casting methods, there was an indication that OMs for early maturing 
stocks (low A50) were associated with more error prone forecasting, 
although the effect was smaller than that for AC and only occasionally 

PV =
2
∑n ( n−1 ) ∕2

R=1

�
�Rk −Rl�
max (Rk ,Rl)

�

n(n − 1)
,
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significant. As the forecast period was extended to five and then 
10 years, the estimated effect sizes for AC and A50 decreased, and in 
10- year forecasts, neither was associated with relative error. In con-
trast, as the forecast period increased, the importance of interannual 
recruitment variability (PV) increased. For most forecasting methods, 
high PV was associated with larger forecast error in 10- year forecasts.

3.2 | Forecast sensitivity

Three- year forecasts were generally not sensitive (difference in bias 
<5%) to the choice of a forecasting method from within a class of 
methods (Figure 3). However, between classes there were notice-
able divergences. For instance, although the differences in bias be-
tween basic sampling and the application of a Beverton– Holt curve 
in 3- year forecasts were mostly (75% of forecasts) below 14%, 
it could reach 100%. The largest impact was produced by select-
ing a time- series method (random walk, ARIMA, etc.) over a stock– 
recruitment method (Beverton– Holt, Ricker; Figure 4), the former 
providing generally more optimistic estimations. These patterns of 
sensitivity to the selection of a forecasting method expectedly am-
plified as the forecast period increased. For 10- year forecasts, the 
difference in error between contrasting methods was frequently 
(>25% of forecasts) above 90%. This was, for example, the case 
for SSB- dependent sampling methods that aim to simulate a stock– 
recruitment relationship, which commonly forecasted considerably 
higher biomasses than if a parametric curve was fitted.

Biases in 3- year forecasts varied the least among forecasting 
methods for OMs for late maturing stocks and to a lesser extent for 
OMs associated with high recruitment autocorrelation (Figure 6). The 
former result is a direct consequence of the prolonged time required 
for forecasted recruits to reach the SSB in late maturing stocks, re-
sulting in very similar forecasts among methods. This benefit rapidly 
diminished as the forecast period increased. Autocorrelation in the 
recruitment series contributed to overall sensitivity to the forecast 
method for 5- year forecasts in particular, but essentially not at all for 
10- year forecasts. Meanwhile, high variability in recruitment time 
series contributed increasingly to forecast sensitivity as the forecast 
period lengthened.

4  | DISCUSSION

Despite recognition that the choice of a recruitment forecasting 
method can be consequential (Punt et al., 2016; Subbey et al., 2014), 
a review of available methods and their overall skill had to date 
been surprisingly lacking. We thus first confirm that the choice of 
a recruitment forecasting method can be important, even for short- 
term forecasts and increasingly so as the forecast interval increases. 
We then showed that there is no single best recruitment forecast-
ing method, although some methods like time- series methods are 
noticeably more likely to perform poorly as the forecast interval 
lengthens.

Forecasting recruitment as a function of SSB has intuitive ap-
peal. Including a feedback system between the population biomass 
and recruitment is rational both from a biological and from a mana-
gerial point of view (e.g. because of compensatory dynamics). The 
common parametric forms such as the Ricker and Beverton– Holt 
have an intensively studied mechanistic foundation, and much of the 
theory of fishing is routed in these relationships. By consequence, 
the use of such relationships is widespread and the literature on it 

F I G U R E  2   Distribution of the metrics for all operating models 
considered at both initiation times (blue = Y- 20 and purple = Y- 10). 
Metrics were compared to those calculated on model output (from 
virtual population analyses and statistical catch- at- age models) 
available through the RAM Legacy Stock Assessment Database 
(grey histograms; PV = proportional variability of recruitment, 
AC = lag- 1 autocorrelation of recruitment, D= distance from the 
geometric mean of initiation- year recruitment, N = series duration, 
A50 = age at which 50% of fish are mature). Stocks with globally 
low recruitment variability (PV) were not covered in this study 
(typical for sharks and seashells), but these are also stocks for 
which reliably forecasting recruitment is easier (figure appears in 
colour in the online version only)
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is vast (Maunder & Thorson, 2019; Sharma et al., 2019). However, 
the use of these methods to model and predict recruitment appears 
feasible in a restricted number of applications (e.g. Iles, 1994), as we 
were only able to meaningfully fit parametric relationships in about 
50% of simulated cases (similar to Szuwalski et al., 2019). Regardless, 
these methods did not noticeably outperform simpler methods in 
terms of overall error in short-  or longer- term forecasts, and they 
had an overall tendency towards negative bias after 5-  and 10- year 
forecasts. The latter might be a feature of how we parametrized the 
method or be specific to the OM suite, for which the estimated rela-
tionships might have been inexact, which is a common issue (e.g. He 
& Field, 2019). Simplex forecasts, modelled here assuming the same 
variance structure as the stock– recruitment methods, had similar 
patterns of error and bias but could be applied to all forecasts.

Certain methods assuming non- parametric stock– recruitment 
relationships (e.g. ecdfS3, ecdfR3 and markov), which could be ap-
plied to all cases, were overall unbiased and similar in overall error, 
but could occasionally result in high error. For sampling- based meth-
ods that are independent of SSB and use the near past recruitment 
as a reference period, the likelihood of bias (here positive) increased 
in longer- term forecasts. This is not surprising as these methods 

assume that future recruitment will resemble recent recruitment, an 
assumption that should be reasonable for the short term (e.g. Ward 
et al., 2014) but that will deteriorate as the interval between the two 
increases. The demonstrated positive bias appears to be a conse-
quence of the suite of OMs included in our analysis, for which there 
was a tendency for recruitment to decrease after the point in time 
at which forecasts were initiated. All non- parametric methods with 
a similar reference period (e.g. sampling as random or weighted) usu-
ally contrasted relatively little, and therefore, there is little basis for 
selecting one over the other for 3-  to 5- year forecasts.

The simple procedure of forecasting recent mean recruitment 
with autocorrelated deviates resulted in no apparent bias, even after 
10 years, and forecast error was comparable to most other meth-
ods. The absence of bias contrasts with sampling methods using the 
same reference period. The main difference between the two types 
of methods is that sampling- based methods do not or only partially 
account for or replicate temporal autocorrelation within a fixed ref-
erence period. Autocorrelation ensures that the next step in the 
forecast is similar to the last one, which for ecological time series 
in general can improve skill (Ward et al., 2014). Forecasts of recruit-
ment time series in specific have also been shown to improve by 

F I G U R E  3   Error (%) in forecast spawning stock biomass (SSB) at the end of the forecast period (3, 5 and 10 years; coloured blocks) for 
every operating model (OM; y- axis) at both initiation times (upper row = Y- 20, lower row = Y- 10 for each OM) for the different recruitment 
forecasting methods (x- axis). The time series (normalized) for recruitment (black) and SSB (red) are shown for each OM on the left- hand 
side, with initiation times indicated using vertical grey lines. The table provides the 5%, 50% and 95% quantiles of forecast error over the 
ensemble of OMs and initiation times (values above 200% are indicated as ≫). The labels for the recruitment forecast methods are coloured 
according to their class (Table 1). Stock– recruitment functions could not always be fitted, preventing testing of these forecasting methods in 
some cases (white boxes) (figure appears in colour in the online version only)
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correctly specifying temporal autocorrelation (Johnson et al., 2016). 
However, this is not a general rule, as time- series methods, that also 
account for temporal autocorrelation but which are more complex 
and based on a longer- term reference period, proved to be the least 
reliable. This result corroborates Ward et al., (2014), who indicated 
that the increase in complexity comes at a price as parameters need 
to be estimated reliably and the observed long- term dynamics are 
expected to have some stability into the near future.

Knowledge of the probable performance of a forecast could help 
define their proper application, in terms of length (e.g. “How many 
years ahead can we reasonably forecast?”), delivery (e.g. “Should al-
ternative hypotheses be presented?” or “Should estimates of risk be 
provided as broader classes rather than exact percentages?”) and goal 
(e.g. “What management decisions can they inform?”). For example, 
the choice of a recruitment forecasting method will be largely incon-
sequential for 3- year forecast skill for later maturing stocks with low 
interannual recruitment variability (i.e. high AC). These forecasts— in 

the absence of other strong uncertainties— might be relatively trust-
worthy, which should affect how one delivers the results and reduce 
the necessity for extra analyses (e.g. sensitivity tests). In all situations 
where the stock matured earlier and recruitment was less autocor-
related, several potential methods could lead to different outcomes, 
even putting aside time- series methods with overall poor skill. For 
example, SSB forecasted after 3 years by either the Beverton– Holt or 
random sampling method could contrast on the order of 14%– 100% 
(25% of all situations). The extreme case is early maturing stocks with 
important long- term variability in recruitment (high PV; e.g. small pe-
lagic fish) for which the dynamics are forecasted 5– 10 years, where 
the choice of a particular recruitment forecast method over another 
could be consequential for the evaluation of risks associated with 
management decisions. Erratic time series have traditionally been 
harder to forecast, so this is not surprising.

Our inability to identify single best recruitment forecasting 
methods argues for the use of multiple methods (Maunder & 

F I G U R E  4   Bias (%) in forecast spawning stock biomass (SSB) at the end of the forecast period (3, 5 and 10 years; coloured blocks) for 
every operating model (OM; y- axis) at both initiation times (upper row = Y- 20, lower row = Y- 10 for each OM) for the different recruitment 
forecasting methods (x- axis). Results are ordered vertically in the same manner as in Figure 3. The table provides the percentage of negative 
and positive bias over the ensemble of OMs and initiation times. The labels for the recruitment forecast methods are coloured according to 
their class (Table 1). Stock– recruitment functions could not always be fitted, preventing testing of these forecasting methods in some cases 
(white boxes) (figure appears in colour in the online version only)
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Thorson, 2019; Punt et al., 2016), accomplished by exploring the 
consequences of different scenarios for forecasts (i.e. presented 
as different hypotheses) or by employing an ensemble or model 
averaging approach. The latter has the potential to augment fore-
cast skill, but is however not guaranteed to do so (Yang, 2004) 
and might generate additional questions (e.g. “What methods to 
include?” or “Should they be given equal weight?”). Indeed, in this 
study there were several situations in which all or nearly all fore-
cast methods consistently over-  or underestimated SSB, against 

which multimodel inference cannot buffer. Such cases can arise 
because of the dependence of forecasts on the correct character-
ization of the (recent) past recruitment process and its application 
forwards. Achieving the former can be difficult because the stock 
and recruitment processes are estimated through the imperfect 
lens of a model applied to uncertain observations. Forecasting 
then relies on assuming stationarity in the assumed recruitment 
generating process, which will not be true if that process changes, 
such as due to a regime shift. Although the consideration of mul-
tiple alternative recruitment scenarios should thus generally be 
perceived as good practice, doing so will not eradicate the need 
to keep an open mind about the appropriate forecast period, pre-
sentation and goal.

There exists a much broader range of forecasting methods than 
those evaluated here and the literature on the forecasting of eco-
logical time series is vast (Ward et al., 2014). We deliberately ex-
cluded more complex methods (e.g. machine learning techniques, 
Sun et al., 2009; cusp model, Sguotti et al., 2019; S- map, Deyle 
et al., 2018; Ye et al., 2015) as some are inappropriate for the shorter 
time series and simplicity is often preferable (easier to understand, 
apply and expand upon). There are also variations to the broad fore-
casting methods explored here. For example, the stock– recruitment 
relationships could be specified in other parametric forms (e.g. 
Needle, 2001), with parameters modelled stochastically and esti-
mated inside the model (rather than outside using model output as 
in our study), and presuming different residual structures in terms 
of their distribution (e.g. t- distribution) and temporal autocorrela-
tion (e.g. ARIMA instead of lag- 1 autocorrelation). In some instances, 
error in the stock– recruitment relationships is simulated by sampling 
from residuals rather than a statistical distribution. Time- series mod-
els might need to be, such as all models with a certain complexity, 
fine- tuned to the stock in question (e.g. after inspection of residuals 
and parameters), and sampling methods are so flexible that there 

F I G U R E  5   Effect size (coefficient) and relative importance of stock metrics on the logged error of each recruitment forecasting method 
(PV = proportional variability of recruitment, AC = lag- 1 autocorrelation of recruitment, D= distance from the geometric mean of initiation- 
year recruitment, A50 = age at 50% maturity). Each column represents the output of one averaged multiple regression. Significant variables 
(p <.05) have a black border. For recruitment forecasting methods with a near- past reference period, no effect of series duration (N) was 
expected (grey crosses). Panels represent different forecast periods (3, 5 and 10 years), and label colours indicate classes of recruitment 
forecasting methods (Table 1) (figure appears in colour in the online version only)
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F I G U R E  6   Effect size (coefficient) and relative importance 
of different operating model (OM) metrics on the dissimilarity 
in forecast bias among recruitment forecast method across 
OM and initiation periods, as a function of the forecast period 
(x- axis; PV = proportional variability of recruitment, AC = lag- 1 
autocorrelation of recruitment, D = distance from the geometric 
mean of initiation- year recruitment, N = series duration, A50 = age 
at 50% maturity) (figure appears in colour in the online version only)
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are a multitude of possible spin- offs (Kimoto et al., 2007; Paz & 
Larrañeta, 1992).

Forecasts in stock assessment involve forecasting several 
demographic characteristics (e.g. selectivity, Kraak et al., 2019; 
weight at age, Jaworski, 2011). Decisions for all of these are re-
quired, and this can have important impacts on the determination 
of risk associated with different forecasted fishing strategies. 
Past studies have evaluated the conditioning of forecasts by mea-
suring its skill either through simulation (e.g. Johnson et al., 2016) 
or through hindcasting (e.g. Kell et al., 2016; also referred to as 
retrospective forecasting, Brooks & Legault, 2016). The latter is 
accomplished by refitting an assessment model to truncated time 
series and comparing forecasted states (e.g. SSB) or forecasted 
observations (e.g. an SSB index) to the information from the full 
time series. Hindcasting evaluates “overall” performance because 
all sources of error are integrated, which includes forecasting but 
also estimation error through retrospective patterns (Brooks & 
Legault, 2016). Simulations on the other hand allow analysing 
elements under controlled circumstances, but are normally con-
ditioned on a particular stock and data set so that most evalua-
tions are constrained to relatively specific settings. They typically 
ignore the messiness proper to practical situations, which facil-
itates the analyses and their interpretation, but risks providing 
overly optimistic results. We have taken a hybrid approach; stock 
assessment output was directly taken as a “perfect world” test 
bed for forecasting algorithms. The advantages of this approach 
are that the suite of OMs as well as the individual models better 
reflect actual stock assessment conditions and that methods are 
systematically evaluated within the same framework (stock as-
sessment) in which the forecasts are performed. However, the 
limited numbers of fixed OMs make this approach less flexible 
and potentially less general than a typical simulation study. We 
believe the two approaches can be complementary. The present 
approach is grounded in the constraints of reality and implicitly 
accounts for the influence of interacting components that influ-
ence projections, while a fully simulated study can validate the 
generalities of specific conclusions drawn (e.g. the performance 
of the stock– recruitment relationships under certain conditions 
or with various configurations) and can be sufficiently replicated 
to test things such as the coverage of confidence intervals.

While analysts should ideally evaluate the appropriateness and skill 
of forecasting methods in the specific context of their stock, this is often 
not feasible or may not be reliable because 1) there are many compo-
nents to forecast and evaluating the role of each can be laborious, 2) time 
series can be short, precluding proper evaluation and 3) situation- specific 
evaluation risks drawing spurious conclusions. The benefits of a baseline 
comparison such as ours include a more robust evaluation across a range 
of contexts and a roadmap for selecting forecast methods and identify-
ing the potential impact of this choice on forecasted biomass.
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